Comparison of Aerosol Single Scattering Albedos Derived by Diverse Techniques in Two North Atlantic Experiments
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ABSTRACT

Aerosol single scattering albedo $\omega$ (the ratio of scattering to extinction) is important in determining aerosol climatic effects, in explaining relationships between calculated and measured radiative fluxes, and in retrieving aerosol optical depths from satellite radiances. Recently, two experiments in the North Atlantic region, the Tropospheric Aerosol Radiative Forcing Observational Experiment (TARFOX) and the Second Aerosol Characterization Experiment (ACE-2), determined aerosol $\omega$ by a variety of techniques. The techniques included fitting of calculated to measured radiative fluxes; retrievals of $\omega$ from skylight radiances; best fits of complex refractive index to profiles of backscatter, extinction, and size distribution; and in situ measurements of scattering and absorption at the surface and aloft. Both TARFOX and ACE-2 found a fairly wide range of values for $\omega$ at midvisible wavelengths ($\sim 550$ nm), with $0.85 \leq \omega_{\text{max}} \leq 0.99$ for the marine aerosol impacted by continental pollution. Frequency distributions of $\omega$ could usually be approximated by lognormals in $\omega_{\text{max}}$, with some occurrence of bimodality, suggesting the influence of different aerosol sources or processing. In both TARFOX and ACE-2, closure tests between measured and calculated radiative fluxes yielded best-fit values of $\omega_{\text{max}}$ of $0.90 \pm 0.04$ for the polluted boundary layer. Although these results have the virtue of describing the column aerosol unperturbed by sampling, they are subject to questions about representativeness and other uncertainties (e.g., thermal offsets, unknown gas absorption). The other techniques gave larger values for $\omega_{\text{max}}$ for the polluted boundary layer, with a typical result of $\omega_{\text{max}} = 0.95 \pm 0.04$. Current uncertainties in $\omega$ are large in terms of climate effects. More tests are needed of the consistency among different methods and of humidification effects on $\omega$.

1. Introduction

Aerosol single scattering albedo (SSA) $\omega$ (the fraction of intercepted light that is scattered, rather than absorbed) is important in

- determining aerosol climatic effects (e.g., Hansen et al. 1998; Haywood and Shine 1995; Chylek and Wong 1995),
- explaining differences between calculated and measured downwelling radiative fluxes (e.g., Halthore et al. 1998; Kato et al. 1997; Mlawer et al. 2000), and
- determining the relationship between satellite-measured radiance and aerosol optical depth (e.g., Stowe et al. 1997; King et al. 1999; Mishchenko et al. 1999; Durkee et al. 2000).

Because of growing interest in all these topics, two experiments in the North Atlantic region devoted considerable effort to determining aerosol $\omega$. This paper summarizes and compares $\omega$ results from these experiments: the 1996 Tropospheric Aerosol Radiative Forcing Observational Experiment [TARFOX (Russell et al.
2. Importance of aerosol single scattering albedo

To illustrate the importance of aerosol $\omega$, we explore briefly the sensitivity of aerosol climate effects and satellite retrievals to assumed values of $\omega$. As an example, Bergstrom and Russell (1999) showed that, over the ocean, for fixed aerosol optical depth (AOD), a change of 0.07 in $\omega$ produced a change of 21% in the aerosol-induced radiative flux change at the tropopause. The sensitivity over common land surfaces can be much larger. This is illustrated in Fig. 1, which uses the diurnal average flux-change approximation of Haywood and Shine (1995), Chylek and Wong (1995), and Russell et al. (1997):

$$\Delta_{\omega}F_{\uparrow} = \frac{1}{2} F_{\odot} T (1 - A_c) \times [\omega\beta_a (1 - R_s)^2 - 2(1 - \omega)R_s]AOD.$$  (1)

Here $\Delta_{\omega}F_{\uparrow}$ is the aerosol-induced change in upwelling flux at the top of atmosphere, $F_{\odot}$ is the solar constant, $T$ is the atmospheric transmission, $A_c$ is the cloud fraction, $\beta_a$ is the aerosol upscatter fraction, and $R_s$ is the surface albedo. Figure 1 shows that, over dark vegetation, changing $\omega$ from 1.0 to 0.9 can reduce $\Delta_{\omega}F_{\uparrow}$ by 50% or more. Over deserts and snow fields the same change in $\omega$ can reduce $\Delta_{\omega}F_{\uparrow}$ by more than 100%, thus changing the sign of the aerosol effect from cooling to heating (see also Sokolik and Toon 1997). Also, flux changes within and below the aerosol layer, which can affect atmospheric stability, heating rates, surface temperatures, and cloud formation and persistence, can be even more sensitive to aerosol $\omega$ (e.g., Hansen et al. 1997, 1998; Ackerman et al. 2000; Podgorny et al. 2000). This increased sensitivity can cause the critical single scatter albedo, where cooling shifts to warming, to exceed the values implied by Fig. 1 (which does not consider cloud effects, for example).

The dependence of satellite-retrieved AOD on $\omega$ can be illustrated by using the linearized single scattering
increasing AOD SAT by 

\[ \text{AOD}_{\text{SAT}} = 4\mu_0\mu_\psi \frac{L_\omega}{\omega P_a(\Psi)} . \] (2)

where \( L_\omega \) is the aerosol contribution to satellite-measured radiance, \( \mu_0 \) and \( \mu_\psi \) are the cosines of the sun and view zenith angles, \( P_a \) is the aerosol scattering phase function, and \( \Psi \) is the scattering angle. Assessing the full sensitivity of AOD SAT to aerosol absorption requires accounting for the fact that \( \omega \) and \( P_a \) are highly correlated, and that changing the aerosol complex refractive index \( m \) to change \( \omega \) can produce even larger changes in \( P_a(\Psi) \) at satellite view angles. For example, Stowe et al. (1997) reported that increasing the imaginary part of the aerosol refractive index \( m \) from 0 to 0.01 in the aerosol model of Ignatov et al. (1995) decreased \( \omega \) by only 10% but simultaneously decreased \( P_a(\Psi) \) by \( \sim 30\% \), thus decreasing their product by \( \sim 37\% \) and increasing AOD SAT by \( \sim 59\% \) [cf. Eq. (2)].

When assessing flux changes by starting with a given satellite radianse \( L_\omega \), the effect of changing \( \omega \) (or \( P_a \)) on both AOD SAT and \( \Delta F \uparrow \) must be handled in a self-consistent way. This can be illustrated by substituting (2) in (1), yielding

\[ \Delta F \uparrow = 2F_\uparrow T^2(1 - A_{\text{s}}) \times \frac{[\omega \beta_\psi(1 - \beta)]^2 - 2(1 - \omega)\beta}{\omega P_a(\Psi)} \frac{L_\omega}{\omega P_a(\Psi)}. \] (3)

Investigating the sensitivity of (3) to coupled changes in \( \omega \) and \( P_a \) for realistic aerosol models is beyond the scope of this paper. Nevertheless, the above discussion illustrates the importance of the magnitude of aerosol \( \omega \) in a variety of applications.

3. TARFOX techniques and results

Four techniques were used in TARFOX to determine aerosol \( \omega \). One of these techniques derives values for \( \omega \) as a best-fit parameter when comparing flux changes measured by airborne pyranometer to those computed from aerosol properties (Hignett et al. 1999; Russell et al. 1999b). The computed \( \omega \) values are wavelength-dependent, deriving from wavelength-dependent complex refractive indices for aqueous sulfate plus a variable imaginary component (see Russell et al. 1999b; Bergstrom and Russell 1999, for details). Calculated flux changes cover the band 300–3000 nm, to match the band of the flux measurements. The best-fit values for \( \omega(550 \text{ nm}) \) thus obtained are listed in Table 1a and shown by the data points labeled Ru99, B&R99 in Fig. 2. Some of the strengths of this technique are that it describes the aerosol both in the column (vertically integrated) and in its ambient state, unperturbed by sampling. Also, since the \( \omega \) values are derived from measured radiative flux changes, these values should be successful in computing realistic flux changes—as required by climate calculations. However, this also makes the technique dependent on the quality of the flux-change measurements (including such problems as thermal offsets (e.g., Bush et al. 2000; Haeffelin et al. 2001), and on the accuracy of calculations used to separate the effects of aerosols from the effects of any absorbing gases (e.g., water vapor) in the flux-change measurements. Thus, errors in either flux measurements or gas spectroscopy can produce errors in the derived values of aerosol \( \omega \). Also, the technique requires special conditions (e.g., little or no clouds) to isolate the aerosol effect. Furthermore, having the pyranometers on an aircraft with other aerosol instruments is desirable to tighten closure (e.g., reduce effects of radiometer offsets by differencing altitudes, provide in situ aerosol chemistry, size, and other properties). The requirement for cloud-free conditions and the desirability of integrated airborne measurements have caused the number of results generated to date to be relatively small. The representativeness of these few results is unknown.

A second technique used in TARFOX retrieved aerosol \( \omega \) from sun and sky radiance measurements (Remer et al. 1999; Remer and Kaufman 1998), yielding the result labeled R&K98 in Fig. 2 and listed in Table 1a. We obtained the uncertainty of \( \pm 0.03 \) from Fig. 7c of...
Remer and Kaufman (1998), which shows that, at both the 440- and 670-nm wavelengths, \( \omega = 0.96 \) gives the best fit to measured radiance, but \( \omega = 0.93 \) and \( \omega = 0.99 \) are well within the scatter of the data. Like the flux-fitting technique, sun–sky radiance retrievals have the advantage of describing the column aerosol in its unperturbed state. Moreover, sun–sky radiance retrievals are probably less subject to errors caused by inaccurate treatment of absorbing gases. For example, the retrievals use narrowband measurements at 440 and 670 nm—two wavelengths relatively unaffected by gas absorption.

A third technique obtained aerosol \( \omega \) from best-fit complex refractive indices and aerosol size distributions \( (0.1 < D < 47.0 \, \mu m) \) measured in situ (Redemann et al. 2000b). The refractive indices were first derived as those that best reproduced lidar-derived aerosol backscatter profiles (at wavelength 815 nm) and then compared to sun photometer–derived aerosol optical depths (at 4 wavelengths, 380–1020 nm) in a given layer (Redemann et al. 2000a). In this process, the aerosol size distributions were adjusted iteratively to yield three-way closure between the lidar-derived aerosol backscatter, the sun photometer–derived aerosol optical depth and the same quantities calculated from the adjusted aerosol size distributions and refractive indices. To achieve this closure, the adjustment to the aerosol size distributions entailed an iterative increase of the particle sizes in the range of the composite size distributions that used the Forward Scattering Spectrometer Probe–300 particle probe data \( (0.4 < D < 3.2 \, \mu m) \) by 20% to 68% (independent of size within that range). Redemann et al. (2000a) showed that refractive indices independent of wavelength over the range 380–1020 nm reproduced measured optical depth over that range. These wavelength-independent refractive indices were used to calculate wavelength-dependent values of aerosol \( \omega \) which were then averaged over bands of a radiative transfer model. Column-average results for the 200–700-nm band are listed in Table 1a. (This technique also yields vertically resolved \( \omega \); see below.) For this paper we have made analogous calculations for the single 550-nm wavelength. These results are also listed in Table 1a and shown by the data points labeled Re00 in Fig. 2. The uncertainties listed and shown are based on a sensitivity analysis that considered the range of real and imaginary refractive indices that produced calculated backscatter and extinction values consistent with measured values and their uncertainties \( \pm 30\% \) for backscatter and extinction, plus a range of size distributions that included both the adjusted and unadjusted ones described above.

The Redemann et al. (2000a,b) technique combines results of in situ size distribution measurements with effects of ambient aerosols on backscatter and extinction measurements. Thus, it is somewhat subject to sampling effects on the in situ size distribution measurements; however, these effects are minimized by using only relative size distributions. Another possible concern is that
TABLE 1b. Aerosol single scattering albedos derived from ACE-2 data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Altitude (km ASL)</th>
<th>Wavelength (nm)</th>
<th>Relative humidity</th>
<th>Condition</th>
<th>Number of cases or data points</th>
<th>Result or mean</th>
<th>Std dev (SD) or uncertainty (U)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flux best fit</td>
<td>Columns</td>
<td>350–3000</td>
<td>Ambient (25%–85%)</td>
<td>Pollution outbreaks</td>
<td>6</td>
<td>0.90</td>
<td>0.04 (SD)</td>
<td>VHH99</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clean periods</td>
<td>Anthropogenically influenced</td>
<td>8</td>
<td>0.98</td>
<td>0.03 (SD)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Wet scat, dry abs*</td>
<td>Anthropogenically influenced</td>
<td>4</td>
<td>0.83</td>
<td>0.08 (SD)</td>
<td>Øström and Noone (2000)</td>
</tr>
<tr>
<td>Nephelometer–absorption photometer</td>
<td>Layer, 0.03–1</td>
<td>550</td>
<td>&lt;40%</td>
<td>Marine flows (7 days)</td>
<td>242</td>
<td>0.98</td>
<td>0.02 (SD)</td>
<td>Quinn et al. (2000)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Clean periods (≈15 days)</td>
<td>Pollution outbreaks (≈23 days)</td>
<td>1505</td>
<td>0.94</td>
<td>0.03 (SD)</td>
<td>Carrico et al. (2000)</td>
</tr>
</tbody>
</table>

* The combination of wet scattering and dry absorption gives an upper bound for ambient \( \omega \) for nearly all cases (e.g., Redemann et al. 2001).

Strengths of the airborne nephelometer–absorption photometer technique include its ability to produce frequent measurements of aerosol scattering and absorption.

The analyses assume spherical aerosols. Because aerosol asphericity generally reduces backscatter, as does aerosol absorption, occurrence of aspherical aerosols could lead to overestimates of absorption (underestimates of \( \omega \)). However, during TARFOX, the aerosol layers that contributed most to column backscatter or extinction were anthropogenically influenced and had large liquid water content. For example, liquid water was the single largest contributor to aerosol extinction, contributing on average 35% of aerosol extinction (Hegg et al. 1997), more than either organics or sulfates. Hence asphericity is expected to have little effect on aerosol \( \omega \) derived by this technique in TARFOX.
at flight altitudes, which can yield vertical profiles or layer-averaged values for aerosol $\omega$. Also, the resulting measurements of light scattering and absorption (the two components used to calculate SSA) provide a more direct measurement of SSA than the preceding techniques. Limitations result from the fact that aerosols are sampled through an inlet at aircraft speeds, generally resulting in some aerosol loss. The most common losses are 1) aerodynamic separation of large particles from the sampling stream and 2) possible evaporation of volatile components, such as water, organics, and nitrates. Aerodynamic separation can be minimized by designing the inlet to have negligible losses for the particle sizes that dominate extinction. Effects of water loss on the nephelometer scattering measurements can be compensated by measuring RH in the scattering chamber and using measured scattering humidification factors to adjust results to ambient RH (e.g., Hegg et al. 1997; Hartley et al. 2000). More difficult to quantify and allow for are the effects of organic and nitrate loss on scattering; and the effect of water, organic, and nitrate loss on absorption. As a consequence these effects are usually not taken into account; however, Bergin et al. (1997) have described ammonium nitrate aerosol evaporation in a heated nephelometer. A disadvantage of the measurement of light absorption by the absorption photometers used in TARFOX and ACE-2 is that they measure attenuation of a filter-deposited sample rather than the aerosol in its freely suspended state (e.g., Bond et al. 1999).

4. ACE-2 techniques and results

In ACE-2 aerosol $\omega$ was determined both as a best-fit parameter when comparing measured and calculated flux changes at the surface (von Hoyningen-Huene, 1999, personal communication; hereafter VHH99) and by combining nephelometer and absorption photometer measurements. The nephelometer–absorption photometer results were obtained on the ACE-2 ship (10 m ASL), at the Sagres, Portugal site (50 m MSL), and on the Pelican aircraft ($\approx$30–3900 m MSL).

The nephelometer–absorption photometer results from the ACE-2 ship (Quinn et al. 2000) are shown by the histograms in Fig. 3 and are listed in Table 1b. Results are given for the measurement RH, 55%. Performance characteristics of the Thermo Systems, Inc. (TSI) nephelometer used by Quinn et al. (and also by Carrico et al. 2000, see below) are described by Anderson et al. (1996). Absorption coefficients, determined with a particle soot absorption photometer (PSAP, Radiance Research) were corrected by Quinn et al. for a small (1%–1.5%) positive artifact caused by instrumental interpretation of scattering as absorption using the method of Bond et al. (1999). Measurements were made on particles with aerodynamic diameters less than 10 $\mu$m.

Analogous results from the Sagres, Portugal, site (Carrico et al. 2000) are shown in Fig. 4 and listed in Table 1b. In this case the measurement RH for scattering coefficients $\sigma_{sp}$ was varied from 27% to 82%. Absorption coefficients $\sigma_{ap}$ were measured with an aethalometer assuming a black carbon specific absorption of 10 m$^2$ g$^{-1}$ at 550 nm. Because scattering effects in the aethalometer have not been characterized (like the Bond et al. 1999 study for the PSAP), Carrico et al. did not apply a scattering correction to absorption. However, they included this effect in their uncertainty analyses. The aethalometer sampled particles with aerodynamic diameters less than 10 $\mu$m at RH $\leq$ 40%.

Results from airborne nephelometer–absorption photometer measurements (Oström and Noone 2000) on four Pelican flight legs within the anthropogenically influenced boundary layer are shown by the data points labeled “O&N00” in Fig. 3 and are listed in Table 1b. Öström and Noone determined absorption coefficients with a PSAP and corrected for the scattering artifact using the factors determined by Bond et al. (1999). Air was sampled through an isokinetic inlet and cyclonic impactors that rejected larger particles, with a nominal 50% cutoff at aerodynamic diameter $D_a = 2.5$ $\mu$m. After sampling, air was heated to maintain RH below 40%
The flux best-fit results of VHH99 for the six polluted and eight clean cases are shown by the data points labeled “vHH99” in Fig. 4. Means and standard deviations for all are listed in Table 1b. The effective wavelength of the von Hoyningen-Huene results bears discussion, because these results are from broadband pyranometers (covering 350–3900 nm; cf. Table 1b), and, unlike the TARFOX flux-fitting results (Hignett et al. 1999; Russell et al. 1999b), von Hoyningen-Huene did not derive spectrally resolved best-fit $\omega$ using an aerosol model. Nevertheless, we argue that the effective wavelength of the von Hoyningen-Huene flux-fit result is close to 550 nm. The solar energy spectrum peaks at 550 nm. It does have a long infrared tail, which puts half of solar energy longward of $\sim$700 nm, both at the surface and above the atmosphere (Blanchet 1982; Kiehl and Briegleb 1993; Russell et al. 1997). However, this longer-wavelength solar energy is scattered and absorbed by aerosols less than solar energy shortward of 700 nm, because aerosol scattering and absorption decrease with wavelength in this region. To quantify this effect, we have run simulations taking into account the shape of the solar energy spectrum and a realistic range of wavelength dependences for aerosol scattering and absorption. Results of these simulations show that, for a broadband pyranometer covering 350–3900 nm, the effective wavelength for extinction rarely differs from 550 nm by more than 100 nm. In turn, the single scattering albedo at this effective wavelength rarely differs from that at 550 nm by more than 0.01. For example, the seven models of absorbing sulfate aerosols used by Russell et al. (1999b) had $\omega(550 \text{ nm}) - \omega(650 \text{ nm}) = 0.004 \pm 0.003$. The weak wavelength dependence of $\omega$ for polluted boundary layer aerosols in this spectral region is also borne out by the Remer measurements at 440 and 670 nm (Table 1a) and by the small difference between the Redemann results at 550 nm and averaged over the 200–700-nm band (Table 1a). Thus we argue that the effective wavelength for all $\omega$ reported in this paper is in the midvisible ($\sim$550 nm) and we adopt the symbol $\omega_{\text{midvis}}$ to describe them.

Curves drawn over the histograms in Figs. 3 and 4 are lognormals in $\omega_{\text{max}} - \omega$; that is,

$$n(a) = \frac{N}{a\sigma_a\sqrt{2\pi}} \exp\left[-\frac{1}{2}\left(\ln a - \ln a_g\right)^2\right],$$

where

$$a = \omega_{\text{max}} - \omega,$$

$N$ is the number of observations, $a_g$ and $\sigma_a$ are the geometric mean and standard deviation defined by

$$\ln a_g = \frac{1}{N} \sum_{i=1}^{N} \ln a_i,$$

and $\pi$ is the arithmetic mean of $a$. The parameters of the distributions are given in Table 2.
Because the histogram for “clean periods” in Fig. 4 appears bimodal, we have also derived lognormal parameters for each mode. These parameters are also given in Table 2, and the bimodal curve is shown in Fig. 4. It captures the bimodal shape of the clean periods histogram fairly well. The TARFOX histograms in Fig. 2 also suggest bimodality. For completeness we show the corresponding bimodal lognormal parameters in Table 2. However, because the numbers of cases are small for these TARFOX column results (14 for Hegg et al. 1997; 12 for Hartley et al. 2000), the apparent bimodality is likely to be a statistical artifact. Therefore, we use only the unimodal parameters for these TARFOX cases.

For the ACE-2 anthropogenically influenced boundary layer cases, lognormal distribution curves are shown in the upper frame of Fig. 5 to facilitate comparison to the TARFOX results, which are shown in the bottom frame. The curve labeled “Qu00” is the same as that shown in Fig. 3. The curve labeled “Ca00” in Fig. 5 has the same width $\sigma_v$ as that in Fig. 4, but its geometric mean $\bar{a}_g$ has been decreased [i.e., peak $\omega$ increased; cf. Eq. (5)] by 0.01 to reflect the 0.01 difference between the Carrico et al. (2000) results for polluted conditions at RH of 27% and 82%, respectively (see Table 1b).

### 5. Discussion and conclusions

Perhaps the most fundamental result of the above comparisons is that both TARFOX and ACE-2 found the range of aerosol single scattering albedo to be broad. For the ambient, anthropogenically influenced aerosol, both experiments found aerosol single scattering albedos at midvisible wavelengths ($\sim550$ nm) distributed throughout the range $0.85 \leq \omega_{\text{midvis}} \leq 0.99$ (cf. Fig. 5). When measurements were made in sufficient numbers, distributions could usually be well approximated by lognormals in $\omega_{\text{midvis}}$ with some occurrence of bimodality, suggesting the influence of different sources and/or processes.

A striking result is the tendency of both the TARFOX and ACE-2 results for the polluted boundary layer to cluster into two groups depending on the technique used to derive aerosol $\omega$. Specifically, in both experiments, closure tests between measured and calculated broadband radiative fluxes yielded best-fit values of $\omega_{\text{midvis}}$ of $0.90 \pm 0.04$ for the polluted boundary layer. All the other techniques (skylight retrieval, refractive index fitting to lidar–sun photometer–size profiles, nephelometer–absorption photometer measurements) gave larger $\omega_{\text{midvis}}$ for the polluted boundary layer. For example, in TARFOX, the column- or layer-averaged results were $0.96 \pm 0.03$ for skylight retrievals (Remer et al. 1999; Remer and Kaufman 1998), $0.97 \pm 0.01$ for lidar–sun photometer–size fitting (Redemann et al. 2000a,b), $0.94 \pm 0.04$ for humidified nephelometer–absorption photometer measurements (Hegg et al. 1997), and $0.95 \pm 0.03$ for a reanalysis (Hartley et al. 2000) of 12 of the 14 profiles analyzed by Hegg et al. (1997). In ACE-2, the anthropogenically influenced boundary layer results from airborne nephelometer and absorption photometer yielded $0.93 \pm 0.05$ (or $+0.03$, $-0.06$) (OÈstroÈm and Noone 2000). Measurements by ship- and ground-based nephelometer and absorption photometer yielded $0.95 \pm 0.04$ at RH 55% (Quinn et al. 2000) and $0.95 \pm 0.03$ at RH 82% (Carrico et al. 2000).

In assessing the significance of this difference ($0.90 \pm 0.04$ for the flux-based results, $\sim0.95 \pm 0.04$ for the others) it is instructive to consider both the range or uncertainty within each group and the strengths and limitations of each technique. First note that, since the values to the right of the ± sign are either 1 standard deviation or 1$\sigma$ uncertainties, there is a significant overlap and hence a significant chance that the two groups of results could have been drawn from the same population. In other words, the difference between the two groups may not be significant at all. In part this reflects

<table>
<thead>
<tr>
<th>Histogram</th>
<th>$N$</th>
<th>$\omega_{\text{midvis}}$</th>
<th>$a_g$</th>
<th>$\sigma_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He97 wet UB</td>
<td>14</td>
<td>0.952</td>
<td>0.662</td>
<td></td>
</tr>
<tr>
<td>Bimodal, small $\omega$</td>
<td>7</td>
<td>0.999</td>
<td>0.203</td>
<td></td>
</tr>
<tr>
<td>Bimodal, large $\omega$</td>
<td>7</td>
<td>0.027</td>
<td>0.268</td>
<td></td>
</tr>
<tr>
<td>Hal00 wet</td>
<td>12</td>
<td>0.944</td>
<td>0.617</td>
<td></td>
</tr>
<tr>
<td>Bimodal, small $\omega$</td>
<td>3</td>
<td>0.101</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>Bimodal, large $\omega$</td>
<td>9</td>
<td>0.034</td>
<td>0.482</td>
<td></td>
</tr>
</tbody>
</table>
the small number of results from the flux-fitting technique (two for the polluted boundary layer in TARFOX; six for the polluted column in ACE-2) and the considerable range of results from the other techniques. (In fact, the frequent skewness of the \( \omega \) histograms means that the std dev by itself can give a mistaken impression of the extent of the small-\( \omega \) tail of the distribution; cf. Figs. 3 and 4.)

Nevertheless, it is instructive to consider possible reasons for the difference among techniques, assuming that it is significant. One possible reason, mentioned in section 3, is the influence of assumed gaseous absorption on best-fit \( \omega \). If gas absorption is underestimated when calculating flux changes, aerosol absorption will be overestimated when calculated fluxes are adjusted to match measured fluxes. In fact, the subject of gas absorption spectroscopy and its role in comparing calculated to measured fluxes is the focus of very active research now, with a wide range of results reported (e.g., Halthore et al. 1998; Giver et al. 2000; Pilewskie et al. 2000; Belmiloud et al. 2000; Mlawer et al. 2000). The accuracy of radiative flux measurements, including corrections for thermal offsets (e.g., Bush et al. 2000; Haffelin et al. 2001) is also the focus of active research. The magnitude of such corrections (\( \sim 5 \) to \( \sim 20 \) W m\(^{-2}\)) is large enough that they might influence aerosol \( \omega \) values derived by the flux-fitting technique. However, since fluxes input to this technique are differences between fluxes with and without aerosols (either measured or modeled—e.g., Higlett et al. 1999; VHH99), careful consideration of the difference in thermal offsets is needed for specific experimental conditions and procedures (e.g., comparing fluxes measured at different altitudes, comparing fluxes measured on different days, or comparing measured fluxes to model calculations). For example, the fact that VHH99 found \( \omega = 0.98 \pm 0.03 \) for clean periods (Table 1b, Fig. 3) suggests that thermal offsets have been accounted for appropriately, since thermal offsets significantly larger than they used would yield \( \omega > 1 \) (negative aerosol absorption).

There are also reasons for potential biases in the other techniques. For example, as mentioned above, absorption is often assumed independent of humidity when ambient aerosol \( \omega \) is estimated from nephelometer and absorption photometer measurements made at reduced humidity. In fact, as recently emphasized by Redemann et al. (2001), when aerosol black carbon occurs as an inclusion in a sulfate shell, humidity increases can increase absorption. This occurs because the shell focuses the electromagnetic field on the carbon, and shell growth in rising humidity increases the focused field strength.

Calculations of this effect for realistic size distributions, humidities, and carbon–sulfate ratios show that, for the range of \( \omega \) found in TARFOX and ACE-2 (i.e., \( 0.85 \leq \omega_{\text{midvis}} < 0.99 \)), the assumption that absorption is humidity-independent may overestimate \( \omega \) by \( \sim 0.02 \) (more for smaller dry particles in narrow size distributions, less for larger particles in broad distributions).

Fuller et al. (1999) pointed out that shell–core particle morphology as assumed by Redemann et al. (2001) can lead to an overestimate of aerosol light absorption by up to 15% in comparison to calculations assuming random placement of soot agglomerates within the host particles. However, since Redemann et al. (2001) quantified relative statements such as the increase in absorption of a humidified particle relative to its dry state and since the potential overestimate in particle absorption applies to both the dry and the wet particles, the error in single scattering albedo estimates induced by assuming the shell–core particle morphology is probably negligible. As noted in Tables 1a and 1b, this assumption was used in nephelometer–absorption photometer results reported by Hegg et al. (1997), Öström and Noone (2000), and Carrico et al. (2000). Reducing those results by \( \sim 0.02 \) does indeed move them significantly toward the flux-fit results of 0.90 \( \pm 0.04 \) for the polluted boundary layer.

Sampling-inlet effects should also be considered. For example, the inlet on the ACE-2 Pelican aircraft, used by Öström and Noone (2000), rejected larger particles, with a nominal 50% cutoff at aerodynamic diameter \( D_a = 2.5 \) \( \mu \)m. For typical boundary layer aerosol densities of 1.3 g cm\(^{-3}\) (at RH \( \sim 80\)%), this aerodynamic diameter corresponds to a geometric diameter of 2.2 \( \mu \)m. In contrast, the inlet on the ship that produced the Quinn et al. (2000) results in Fig. 3 had an aerodynamic cutoff of 10 \( \mu \)m. Thus, it is highly likely that the aerosol sampled by Öström and Noone had a smaller salt fraction than that sampled by Quinn et al. On the other hand, the salt fraction at the 10-m altitude sampled by Quinn et al. is likely to exceed that averaged over the boundary layer, because of gravitational sedimentation of the largest particles.

6. Implications for future studies

It is worth emphasizing that the difference between the two clusters of results (flux-based and all others) is
large in terms of climate effects. As shown by Fig. 1, changing the value of aerosol \( \omega \) from 0.95 to 0.90 can reduce tropospheric cooling by \(-40\%\) over dark vegetation, and can change the sign of the aerosol effect from cooling to heating over some desert surfaces and over snow fields. Effects on radiative fluxes at the surface and within the boundary layer—which influence convection, cloud formation and persistence, and other processes—can be even larger. Thus further research is warranted to determine whether the difference (between \( 0.90 \pm 0.04 \) and \( 0.95 \pm 0.04 \)) is indeed significant and, if so, the reasons for it.

One promising avenue is to conduct comparisons between the different techniques that are both more numerous (to cover a representative range of atmospheric conditions and achieve statistical significance) and more carefully controlled. An important criterion is that the aerosols sampled, probed, or described by the different techniques be 1) the same and 2) as close as possible to their ambient state (unperturbed by sampling processes). Thus, in situ results that are compared to flux-change results must describe the aerosol 1) throughout the same layer or column that determines the flux change, and 2) in its ambient state (using accurate correction procedures as necessary). The first requirement points to a need for airborne in situ sampling. In turn, the increased importance of inlet effects (including aerodynamic size separation and evaporation) at aircraft speeds calls for increased effort to understand and minimize these effects, as well as to quantify correction factors. Conversely, care must be taken that the flux change and optical-depth measurements span the same layer or column as is sampled in situ. This can be achieved by flying a vertical profile using a single airborne platform for in situ sampling, flux radiometry, and solar beam transmissometry; or by careful coordination among two or more airborne platforms. Necessary quality control of the airborne flux radiometer measurements includes careful calibration as well as minimization and measurement of radiometer tilt and temperature effects. Control of radiometer tilt has definite implications for the type of vertical profiles flown (e.g., horizontal legs and ramps versus spirals). Related considerations apply to the airborne solar beam transmissometry measurements, depending on technique (e.g., tracking sun photometer versus shadowband radiometer). As mentioned in sections 3 and 5, there is also a need for renewed attention to the gas spectroscopy that is used to separate aerosol and gas effects on measured fluxes. Spectrally resolved flux closure tests could provide multiple benefits, including reducing dependence on gas spectroscopy, testing for and isolating other perturbing factors (e.g., clouds, surface albedo), and producing wavelength-dependent values of \( \omega \).

Another area worthy of increased attention is quantifying the effects of humidity changes on aerosol absorption. Measuring these effects is difficult, if not impossible, with many current instruments. However, photoacoustic measurements (e.g., Bruce 1991; Moosmuller et al. 1998) may offer promise here. Although vibration sensitivity may preclude airborne photoacoustic measurements, surface measurements may be useful to reveal the important effects and provide data for comparison with, for example, shell-and-core calculations (e.g., Redemann et al. 2001).
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